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ABSTRACT
Children with insufficient exposure to language during criti-
cal developmental periods in infancy are at risk for cognitive,
language, and social deficits [55]. This is especially difficult
for deaf infants, as more than 90% are born to hearing parents
with little sign language experience [48]. We created an inte-
grated multi-agent system involving a robot and virtual human
designed to augment language exposure for 6-12 month old
infants. Human-machine design for infants is challenging,
as most screen-based media are unlikely to support learning
in infants [33]. While presently, robots are incapable of the
dexterity and expressiveness required for signing, even if it
existed, developmental questions remain about the capacity
for language from artificial agents to engage infants. Here we
engineered the robot and avatar to provide visual language
to effect socially contingent human conversational exchange.
We demonstrate the successful engagement of our technology
through case studies of deaf and hearing infants.
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INTRODUCTION
Children have a tremendous ability to acquire language from
observation of and engagement in social interactions. This
ability is particularly salient during the first year of life, when
infants begin to display the capacity to both understand and
generate language through vocal or manual babbling [56, 54,
53, 51]. Children who do not have sufficient exposure to
language during this critical period can be at risk for delays
in cognitive, linguistic, and social skills that can last for years
[65].

While children may have minimal language input for a va-
riety of reasons, children born deaf or with severe hearing
loss are particularly at risk and inaccessible to traditional in-
terventions [52]. More than 90% of deaf infants are born to
hearing parents with little sign language experience; these
parents face the challenge of learning to sign at a rate that
matches or exceeds the rate at which their child requires lan-
guage input [48]. While there are some technology-based
interventions that can help restore or support hearing in some
children (such as cochlear implants), these technologies often
cannot be deployed until after 18-24 months of age and can
result in continued language deficits following more than a
year of minimal language input [49].

In this paper, we describe the design of a novel technology-
based intervention for language learning for deaf infants. We
base our selection of both the age range and the specific lan-
guage stimuli on foundational research conducted as a part of
the present study using functional near infrared spectroscopy
(fNIRS) of infants across different early-life developmental
periods while processing different types of language stimuli
[52, 55]. These studies yielded evidence that select brain sites
and systems underlying human language learning are sensitive
to specific rhythmic temporal patterns central to phonological
structure in all world languages (spoken and signed). Further,
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these neural systems are most negatively impacted by minimal
language input specifically during the ages 6 to 12 months
[55, 73]. Crucially, an infant’s exposure to language stim-
uli during this period with select phonetic-syllabic rhythmic
temporal patterning (frequencies) most powerfully engages
these neural sites and systems to support later healthy lan-
guage, phonological, reading and cognitive growth [55]. We
then built American Sign Language (ASL) nursery rhymes
with these specific phonetic-syllabic rhythmic temporal pat-
terns and used them as our linguistic stimuli to match infants’
biological sensitivity within this precise developmental period.

Providing linguistic stimuli to 6-12 month old deaf infants
presents a unique set of design challenges. Our system must
be capable of dealing with the developing perceptual, cog-
nitive, and social responsiveness of 6-12 month old infants.
Most of the standard application design methodologies, which
involve posing detailed questions to the user population, have
extremely limited usefulness with this population. The system
must also not rely on any type of auditory cueing that is typical
for language-based applications.

Because social interaction and context are essential to lan-
guage learning in children [33, 71, 74], social agents are a
natural starting point for our design. The choice of social
agent, however, exposes the central design challenge for this
work. We might choose a virtual agent, a character on a screen,
to provide linguistic input to the infant. Virtual characters have
both the manual dexterity and the expressiveness of posture
and facial expression to produce sign language at a limited,
but reasonable fidelity [68, 28]. However, even exceptionally
well-designed educational material presented to infants on a
screen have resulted in only minimal learning gains by those
infants [61]. Phoneme distinction [33], word referent mapping
[32, 31], and lexical category retention [70] all showed only
minimal gains when using a screen-based intervention.

We could instead choose to use a physically-present robotic
agent. Infants as young as six months of age have been shown
to respond socially to physically-present robots, selectively
following the robot’s gaze and engaging the robot with so-
cial overtures [45, 7]. However, these robots lack both the
physical dexterity and expressiveness to mimic even a limited
set of signs. Typically, robots often have only 2-3 degrees
of freedom in their hands because of space and cost require-
ments, far less than is required for most signed languages [30].
Expressiveness displayed through posture and facial expres-
sion is similarly limited, with only a few systems approaching
anything close to what visual languages require [3]. Even
robots that have been designed specifically to produce signed
language [72, 41] or to act as tutors for signed languages [29,
78] often fail to have the full range of manual dexterity and
expressiveness required. Most significantly, all of the robots
developed to date for signing lack the temporal patterning and
fluidity of motion that is a critical part of infant sensitivities
and none were designed to be appropriate for infants due to
their size and/or appearance.

The solution that we present here seeks to use both a screen-
based virtual human and a physically-present robot to engage
infants in triadic interactions (see Figure 1). Our hypothesis

Figure 1. Typical setup of the complete system from the infant’s point
of view. Here the robot and avatar (left and right) can be seen with the
eyetracker (bottom center) and thermal IR camera (top center).

is that the pair of agents will provide both the dexterous, ex-
pressive language production (via the virtual human) and the
socially-engaging physical cues that trigger learning (via the
robot). The following section reviews the related work on
infant-technology interactions, on socially-assistive robots for
child tutoring, and the use of virtual avatars for language in-
struction. We then describe the system design, implementation,
and evaluation via three case studies that highlight aspects of
our design.

RELATED WORK

Infants and Technology
Prior work explored the pedagogical and social functions of
screen-based and physically-present technologies for infants.
Anderson and Pempek [6] posited that infants and young chil-
dren learn less well from a demonstration on a television or
video program than from similar real-life experiences. This
“video deficit effect” has been widely replicated and found to
exist in several aspects of language development including
phoneme distinction [33], word referent mapping [32, 31],
and lexical category retention [70]. However, DeLoache et al.
[15] found that young children (age 30 months) were better
able to learn new words from watching a video when its con-
tent was of two people’s social interaction than when a single
person appeared to directly address the child, emphasizing
the important role social interaction plays in infant language
development.

In terms of physically-present technologies, Meltzoff et al.
[45] found that toddlers (at approximately 18 months of age)
were more likely to follow the gaze of a robot that had been
seen interacting in socially communicative ways with an adult.
Similarly, Arrita et al. [7], using a looking-time paradigm to
gauge expectation, found that infants expected robots to be
spoken to like a human, but only if the robot had been seen
previously to interact with a human interlocutor. Together
these findings suggest that infants can attribute social agency
to robots.
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Socially Assistive Robots
Robots that provide social and cognitive support, rather than
engage in direct physical manipulation, are called socially
assistive robots [16]. This type of robot is often a desktop-
mounted system that has a small number of degrees of freedom
for expressive movement but is incapable of locomotion or
manipulation. These robots have been used in a variety of tutor-
ing and educational domains, including providing emotional
support to children undergoing blood draws [20], teaching
children how to deal with bullies [36], tutoring basic math-
ematic problems [60], and supporting social skills tutoring
for children with autism spectrum disorder[66]. Language in-
struction has been particularly successful with older children
(typically 4-6 year olds) with these robotic systems; Spanish-
speaking children struggling to learn English in public schools
showed 2 standard deviations of improvement following a
5-session intervention with a robot tutor [38]. The present
work unites a multidisciplinary team to extend beyond previ-
ous work by considering both a much younger population and
a specific population that has not been previously addressed
(deaf infants).

Virtual Agents
Virtual Humans [63] combine an animated humanoid avatar
body with a behavior control mechanism, to create a human-
like animation interface to computing. Virtual humans have
been successfully used for a number of purposes including
education [62, 19, 24], and practicing human interaction ac-
tivities [64, 17, 58]. There have been several recent efforts
to create signing virtual humans (e.g., [57, 79, 23]), however
so far they have focused on only manual sign-shape, rather
than the full complement of necessary synchronized behaviors
for grammatical production, including facial expressions [28,
25]. Virtual humans have been successfully used with young
children for educational purposes [75, 26, 76], however, to our
knowledge, not previously with deaf infants.

OVERALL SYSTEM DESIGN
As we knew of no other interactive technologies developed
for this population, we followed an integrated, iterative design
methodology. We tested prototypes and partially-operational
systems with infants as we iteratively improved our hardware
designs, software systems, and interaction goals. A sketch of
the individual hardware components and their relative posi-
tioning can be found in Figure 2.

The overarching aim of the joint avatar-robot system is to pro-
vide language exposure during a critical period for language
development, thereby mitigating developmental delays due
to minimal language experience in deaf infants. To this end,
the design of the system was guided by two goals: 1) to pro-
vide socially contextual language through the interactions of
a robot-avatar-child triad, and 2) to maintain child attention
for reasonable age-appropriate periods of time. The system
behavior should be contingent on the behavioral and arousal
state of the infant. Appropriate social interaction scaffolds
the development of social [21] and higher cognitive functions
[44], and social contingency in particular is hypothesized to
be critical to language acquisition [52]. Maintaining attention

Parent

Infant

Eye tracker

AvatarRobot

Thermal 
camera

Webcam

Figure 2. An overhead view of the experimental setup. Infants were
seated on the parent’s lap during interactions with the system.

is important because if the infants are not sufficiently engaged
then language learning is impossible to accomplish.

The following sections describe our design process for the
robot, the virtual human, the perception system, and the inter-
action controller. We discuss not only the final product that
we implemented, but some of the design guidelines that we
uncovered during our iterative design process. We conclude
with sections on the evaluation of the complete system us-
ing a set of case studies drawn from interactions with infants
throughout our iterative design process.

ROBOT DESIGN
The robot’s primary purpose is to capture and direct the in-
fant’s attention to the avatar. The robot used here is a modified
version of Maki v1.4 by Hello Robo [50], which is a 3D print-
able, open source robot (Figure 3). Maki’s compatibility with
the design guidelines we identified as relevant for infant-robot
interaction made it a strong candidate as our base robotic plat-
form. Described below, these guidelines were drawn from
research fields including animation, developmental psychol-
ogy, and human-robot interaction.

Design Guideline 1: Attractive
The robot’s appearance needs to be salient enough to capture
a deaf infant’s attention without impeding its ability to trans-
fer the infant’s attention to the avatar when appropriate. To
support this, we chose an anthropomorphic appearance with
accentuated infantile characteristics. Standing 13.5-inches
high on a small torso, we enlarged the eyes and minimized the
other facial features. Infant-like appearance has been posited
to be particularly salient to all humans [42], and has been
empirically demonstrated to be highly salient to children as
young as 3 years old [9].
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The robot relies on the infant’s ability to follow gaze. Infants
as young at 6 months are capable of following gaze direction,
although this skill is more accurate in infants aged 12 months
and older [10]. Through means of joint attention episodes,
the robot influenced the infant’s attention. The robot has
an articulated head (pan left/right, tilt up/down), articulated
eyes (pan left/right, tilt up/down) and eyelids (open/close) to
enable naturalistic directional shifts of attention. Once the
robot had captured the infant’s attention, it turned its head and
eyes to look at the avatar. We believe that the robot having
physical eyes and eyelids (as opposed to screen animated facial
features) are important for infants to consider it as a social and
communicative agent.

Design Guideline 2: Simplified
As the primary purpose of the robot is to direct attention to
the avatar, we seek to minimize morphological features and
behaviors that might distract the infant. We chose to hide
the large, dark circular “ears” of the robot as these high con-
trast variations were particularly distracting to younger infants.
By eliminating the color contrast difference, the robot’s eyes
remained the most salient feature, especially when the head
turned toward the avatar. While we also created a version of
the robot that added a pair of 2 degree-of-freedom eyebrows,
we chose not to use the added expressiveness that these fea-
tures provided because of the additional salience that they
added.

It is imperative for the robot to act as a supporting actor to
the avatar, like a sidekick to a hero. (This relationship in
human-robot interaction was suggested initially by Vázquez
[80].) We limited the behavioral repertoire of the robot to
a few core behaviors: directing attention through joint head
and eye movement, responding to overtures from infant and
avatar, showing surprise, and engaging the infant with a game
of “peek-a-boo”. To maintain novelty, we opted to provide
small variations to these core behaviors rather than attempting
to provide a richer set of behavioral options.

Design Guideline 3: Identifiable
As eye gaze was the robot’s primary method of interaction
and communication with the infant, it was imperative that
the robot’s gaze direction and head orientation must be easily
identifiable to the infant at all times. While human-robot gaze
has been studied extensively (see Admoni & Scassellati [1] for
a review), none of this work specifically has targetted infants.
In human-to-human interactions, infant gaze has been studied
extensively. Prior to age 14 months, infants largely look at an
adult’s head orientation as an attention following mechanism
[13]. Wilson et al. [82] suggested that the change in profile
and nose angle from center might be cues that humans use to
determine head orientation [34].

We made three primary modifications to the base Maki robot
to accentuate head orientation and gaze direction. First, we
increased the color contrast of the eyes in order to render them
more visible. Second, we added a strip of faux-fur material to
the top of the robot’s head to give the appearance of a stripe
of hair. As the robot’s head was nearly spherical and the other
directional features (nose and mouth) were only minimally

represented, this feature provided a key mechanism for dis-
criminating head orientation. Third, inspired by principles
of studio animation, we exaggerated the robot’s movements
and behaviors to exploit the full range of physical motion that
the robot was capable of performing. While we did not test
the effects of these modifications individually with infants,
each provided our own (adult) staff a noticeable increase in
performance in estimating head orientation and gaze direction.

Design Guideline 4: Agentic
In order to sustain the idea that the robot is a social and com-
municative agent, the robot must further demonstrate intention,
respond appropriately and in a timely manner to interactions
towards it for an appropriate duration, and demonstrate pas-
sive life-like movement when resting in between interaction
periods. We constructed a simple behavioral repertoire for the
robot that supported the illusion of agency. This included both
goal-directed actions (e.g., looking toward a target location),
expressive actions (e.g., showing “surprise” by opening the
eyelids wide and drawing the head slightly back), and idle
behaviors that were active at random intervals whenever other
activities were not being performed (e.g., blinking and small
shifts in gaze position). The length of all of these behaviors
were limited to be no more than a few seconds both to accom-
modate the relatively attenuated attention span of infants and
to allow more rapid responsiveness to actions by the infant or
avatar.

Finally, we found during the course of our design and evalua-
tion that transitivity was maintained with the robot. As Brooks
and Meltzoff noted, when known social agents (human ex-
perimenters) treated the robot as a social agent, then toddlers
would tend to attribute agency to the robot [45]. We used
a familiarization protocol during which the researcher was
instructed to act as if the robot and the virtual agent were so-
cial agents by greeting them individually, making eye contact,
responding to social gaze from the system, and engaging the
system in a simple social exchange.

Design Guideline 5: Safe
While the robot was generally kept out of reach of the infant,
we considered physical safety during the design of the system.
We eliminated potential pinch points in the robot hardware,
used a physical design that was large enough to be difficult for
an infant to grasp and lift while still maintaining a lightweight
frame, and limited the speed of movement to limit possible
accidental contact. Electronics are maintained out of reach and
the robot can be wiped down with disinfectant wipes between
children.

AVATAR DESIGN
The virtual human’s primary purpose is to provide visual lan-
guage stimulus to the infant, and, along with the robot, to
engage the infant in a contingent social interaction. Thus,
some of the design guidelines are similar to those for the robot,
while others are complementary. Like the robot, the avatar
should be attractive and agentic. Rather than striving for a
simplified appearance, the goal of providing high fidelity sign
language stimulus pushed in the opposite direction - a very
human-like avatar that is capable of performing fluent visual
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Figure 3. The robot used in this study (shown in three figures to the right) is based on the open-source Maki platform from Hello Robot (shown at left).
Modifications have been made to accentuate infant-like features, to reduce distractions, to increase the saliency of the directionality of head positions,
and to support judgments of animacy and agency.

sign language samples. Safety is not a concern, given the
agent is in the virtual world (the concern is rather with the
conventional display hardware, rather than the avatar itself).

To meet the goals of attracting the infant and being able to
perform realistic human-like behavior, we decided to base
the avatar on scans of a young deaf female native signer of
American Sign Language (Figure 4). This choice also allows
use of motion capture of the same individual, which increases
the ability to target the motion to the avatar. We briefly de-
scribe the process for creating the avatar model, behaviors,
animation, and control of the avatar.

As described above, specific rhythmic temporal patterns under-
lying phonetic-syllabic organization in all languages served
as the structural template on which the specific ASL nursery
rhymes used in the present studies were built [55, 54, 53, 52].

3D model construction
The avatar was constructed by capturing a native signer inside
a photogrammetry cage using 25 megapixel DSLR (Digital
Single Lens Reflex) cameras (Figure 4). The 3D body model
was then reconstructed using photogrammetry software [2] to
create a 3D body model. A virtual skeleton was then added to
the 3D model to allow for articulation and deformation using
linear blend skinning. A set of facial scans was also captured
using a lighting cage [14] and used as reference imagery. A
set of joints were added to the avatar’s 3D face to allow for
deformation and movement, as well as 3D models for the eyes,
teeth and tongue.

Motion capture
Motion data were built with the collaborative resources of Gal-
laudet University’s Motion Capture Laboratory (M. Malzkuhn
and J. Lamberton) and the University of Southern California’s
Institute for Creative Technologies (A. Shapiro) produced
through full body capture via a camera-based motion capture
system (VICON). The raw motion data was then re-targeted

[18] onto a skeleton that matched the topology of the avatar
model. Facial animation was manually keyframed by an ani-
mator. A variety of nursery rhymes, conversational fillers (e.g.,
“yes”), short utterances (“What’s that?”), and idling poses were
captured and processed.

Realtime animation and control
The 3D avatar was animated and controlled through the use of
a real-time character animation system [69]. The animation
system includes control mechanisms for playing prerecorded
animations, gazing, and head movements (such as nodding
and shaking).

PERCEPTION MODULE
In order to enable an ecological interaction between the infant
and the artificial agents, a perceptual system was constructed
based on thermal infrared (IR) imaging, eye tracking, and ma-
chine vision. The details of this system are beyond the scope
of this paper, but we include here a sufficient description such
that the evaluation of the overall system can be understood.
The perceptual system is able to detect an infant’s key behav-
iors and physiological states, classify them on the basis of
an integrated theoretical model, and trigger robot and avatar
behavior in response to infant behavior.

Thermal IR imaging allows the system to detect subtle changes
in the infant’s internal state, which are significant for discrimi-
nating when the infant is engaged with the interaction. Facial
thermal patterns depend on subcutaneous vessels transporting
blood heat, and these vessels regulate blood flow via local
vascular resistance (vasodilation and vasoconstriction) and
arterial pressure [5, 46]. Therefore, by recording the dynamics
of the facial cutaneous temperature, it is possible to assess
autonomic nervous system activity and infer the subject’s emo-
tional state [47, 22, 43, 46].

We choose the nasal tip as the salient region of interest (ROI)
for assessing the psychophysiological activity of the infants,
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Figure 4. The generation of the 3D avatar model. Left: The participant inside a photogrammetry cage. Right top: The 3D avatar model generated
from photogrammetry capture. Right bottom: Light Stage facial scans used for reference for avatar construction.

because of its strict neurovascular relationship with adrenergic
activity associated with expression of emotional states [22, 43].
The nose tip’s average temperature was extracted from each
frame thus obtaining a temperature signal in real time. The
dynamics of the temperature was used to classify the arousal
state of the infants by assuming that a decrease of temperature
is linked with a sympathetic-like response (associated with
distress and disengagement) whereas its increase is due to a
parasympathetic prevalence on the subject autonomic state
(related with interest and social engagement)[43].

Thermal IR imaging is performed by means of a digital IR
thermal camera FLIR A655sc (640 x 480 microbolometer FPA,
NETD: < 30 mK @ 30 °C, sampling rate: 50 Hz). In order to
preserve the ecology of the recording in challenging situations
like experiments with infants and toddlers, the facial ROIs
need to be automatically recognized and tracked in all the
frames of the thermal video. The original solution developed
includes three different processes: i) automatic recognition of
facial landmarks in the visible domain using the Open Face
library [4]; ii) frame-to-frame tracking of the ROIs in the
visible domain by referencing them with respect to the facial
landmarks; iii) co-registration of the visible ROIs with their
corresponding ROIs in the thermal videos.

Infant gaze was also used as an assessment measure for trig-
gering behavioral responses from the robot and avatar. A Tobii

Pro X3-120 eye tracker measured the eye gaze and duration
as an indicator of an infant’s focus of interest. Eye movement
data were collected every 17 ms (for an effective sampling
rate of 60 Hz), and identified by a time stamp and (x,y) co-
ordinates. The eye tracker was controlled by a customized
Python algorithm perceiving the position of the infant gaze on
the experimental setting, i.e. if the infant was looking at the
robot, at the avatar screen, if it was looking between the two,
or looking somewhere else.

INTERACTION DESIGN
The interaction design follows the Information State approach
to dialogue management [77], in which a set of typed infor-
mation variables are monitored and updated and a policy is
used to decide on behaviors given the current values. Unlike
most interactive dialogue systems, the states do not refer to
aspects of natural language dialogue context, but rather the
perceptually informed status of the infant. The goals of the
system are to use the robot and avatar to engage the infant’s
attention, initiate visual language episodes when the infant
is engaged with the social agents, and react contingently to
the infant’s initiatives to either of the agents. The infant’s
visual attention state (robot, avatar, or neither) was primarily
derived from the eye tracker output. The infant’s engagement
was modeled as one of four states (from very positive to very
negative) based on classification of the thermal signals [11].
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The main idea is for the robot to attract the infant’s atten-
tion and, assuming the infant is engaged, direct the infant’s
attention to the avatar, who will provide a nursery rhyme in
American Sign Language to the infant. When the infant is
not attentive, the agents provided social routines in order to
re-engage the infant, or interacted with each other before re-
direction of the interaction to the infant.

In the first integration of robot and avatar output (used for
case study 1, below), the perceptual components were not
yet trained on appropriate data and available for real-time
use. We thus used a “Wizard of Oz” interface to allow human
controllers to select specific behaviors for the robot and avatar,
following a rough protocol based on the above guidelines. This
process allowed full human perceptual abilities and decision
making to guide selection of behaviors, but allowed evaluation
of whether the pair of agents and set of behaviors could be
used to engage the infant as desired.

The next version (used for case study 2, below) was fully
automated, including a dialogue policy written in Python,
that was informed by the thermal imaging and eye-tracking
perception, as well as physical states of the robot and avatar.
Each combination of information states led to behaviors by
robot and avatar (sometimes just waiting, sometimes complex,
synchronized behaviors, such as the robot directing attention
to the virtual human who then starts the rhyme).

As observed in the case studies, infant behavior, not just at-
tentional focus and arousal, are important in establishing con-
tingency - in particular communicative and social behaviors
toward the agents must be reacted to in order to establish con-
tingency. This represents a challenge, because the state of
the art of recognition of infant’s posture and communicative
behaviors is not as well developed as that for adults, and most
ready-to-use perception systems are not trained on infant data.
In order to address this, we have added additional visual per-
ception components, initially to record data, with a goal of
later customizing recognition components based on this data.
For the third phase (used in case study 3), we introduced a
semi-automated behavioral policy that relies on a human ob-
server to signal specific complex perceptions (beyond arousal
and attention), but uses the automated controller to make avatar
and robot behavior decisions based on the updated state.

EVALUATION
The development of this system took place over three years.
We tested the system, or parts of the system, with infants in
three pilot sessions designed to evaluate the overall efficacy
of the system as well as additional experiments focused on
specific scientific investigations which are not reported in this
paper. Overall, we have seen more than 68 infants with some
variant of this system for this and related studies, but report
here on three case studies drawn from a total of 36 infants
recorded during our system integration and evaluation sessions.
The design was revised incrementally after each integration
session before the next testing phase. Our design choices were
focused on ensuring that the system was usable by deaf infants;
no audio cues were used to generate or direct attention or to
create engagement. Part of our evaluation tested the system
with deaf infants to ensure that incidental audio (motor noise)

was not a factor. We also at times evaluated the system with
hearing infants (with both signing and non-signing parents),
as we believe that this system can potentially benefit a more
general population of infants.

The focus of this paper is the design of the unique dual-agent
system for social exchange with a previously unstudied popu-
lation in human-computer interaction. To evaluate this design,
we consider a few case studies, drawn from different points
in time, that demonstrate how the system evolved. Controlled
experimental evaluation of the system (and subsystems) have
also been conducted for specific research questions focused
on language development and the application of the physi-
ological perception module; these results will be presented
in publications focused in other communities. Some of the
infants described below took part in those other studies, but
our discussion here is focused on the qualitative performance
of the system and not on specific empirical questions.

Case Study 1: Free-play, Wizard-of-Oz
The first case study was drawn from a sample of infants
recorded during August of 2016. Following a controlled ex-
perimental protocol that focused on the ability of the robot to
guide infant attention to the avatar’s screen, a free play session
was introduced. The experimental protocol used pre-scripted
behavioral sequences from the robot and virtual agent. Our
goal with the free play session was to understand if infants
found the system to be engaging when both the robot and the
avatar performed in socially contingent manners towards the
infant and also towards each other, even though the system
could not yet achieve this result autonomously.

Infant “Albert” (Figure 5), a deaf sign-exposed male, aged
13 months, was the first deaf infant to interact with this sys-
tem. During the free play session, we controlled the robot and
avatar using a “Wizard of Oz”-based open-loop controller. The
behaviors for the robot and the avatar were operated by two
human “wizards,” and a third human “conductor” coordinated
the timing and execution of the robot and the avatar’s behav-
iors together. It was the conductor that created the illusion
of social contingency based on the infant’s direction of atten-
tion and emotional state. The conductor was responsible for
providing additional brief periods of rest if the infant became
overstimulated or agitated during the free play session, and
ultimately controlled the duration of the free play session and
its conclusion.

Albert was very engaged with both the robot and the avatar.
The longest period of uninterrupted engagement (based on
gaze toward robot or avatar) lasted roughly one minute. In
between periods of engagement with the system, Albert turned
to his mother (deaf) in several social reference episodes; he
tapped his mother hand and signed “mother” at one point
to capture her attention on the avatar and/or the robot. He
never showed signs of distress during the procedure. During
the engagement period, Albert pointed at the robot on two
separate occasions.

Our experience with Albert demonstrated that the language
generated by the avatar was effective for children at the up-
per limit of our age range who already had exposure to sign
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Figure 5. Case study 1 infant “Albert” pointing. Here the infant, seated
on his mother’s lap, as seen from the system’s point of view.

Figure 6. Composite image of case study 2 infant “Bella”. Here the in-
fant can be seen from multiple angles (bottom left and right) interacting
with the autonomous system (top).

language. We also saw successful engagement by both robot
and avatar, successful direction of attention by the robot to
the avatar, and attempts by Albert to share the robot with his
mother (via declarative pointing). This interaction demon-
strated to our team that this system could be successful even
with older infants (typically known for showing briefer toler-
ance in controlled experimental paradigms) and that we may
continue to expect only short interactions. This also demon-
strated that the inadvertent noises made by the robot (motor
noise) were not critical to the ability of the system to engage an
infant, and supported the use of design guidelines drawn from
hearing infants. Based on this case, and others obtained during
this same testing sample, we opted to begin to incorporate
autonomous response and eliminate our use of the wizards.

Case Study 2: Freeplay, introducing limited autonomy
and perception
By February 2017, we had integrated limited parts of the per-
ception system to allow for an interaction guided by perception,
but still triggered by a hidden human operator. This iteration
of the system used arousal and gaze information collected
from a thermal camera and eye tracking camera, respectively,

to trigger specific behaviors in the avatar and robot. The behav-
ioral repertoire of the robot and avatar were relatively simple.
The robot had one behavior designed to engage the infant (a
“peek-a-boo” style engagement in which the robot showed a
startle response when the infant looked at it) and one behav-
ior designed to direct attention toward the avatar. The avatar
would engage in sign-language nursery rhymes following the
robot gaze-direction behavior and would be quietly idle at
other times.

Infant “Bella” (Figure 6), a hearing, sign-exposed female aged
8 months, was among the first infants to interact with this
autonomous system. The entire session lasted approximately
4 minutes and 20 seconds before Bella completely disengaged.
The longest period of uninterrupted engagement lasted roughly
three minutes, three times longer than the most engaged infant
from the freeplay sessions. While Bella visually tracked both
the robot and the avatar, she displayed a strong preference
for the robot and produced numerous robot-directed point-
ing gestures. Remarkably, at one point she appeared to copy
the robot’s ’startle’ behavior – pitching her head down with
closed eyes, followed by rapid upward pitch while concur-
rently opening eyes in a startle response – directly after it had
been produced by the robot.

This interaction was highly successful in many ways; the
semi-autonomous system enabled even longer engagement
and interaction than we had been able to achieve with a strictly
human-controlled system, the coordination between the per-
ception system, robot, and avatar allowed for smooth transi-
tions of the infant’s attention from one target to the other, and
we even saw an example of robot-to-infant copying. How-
ever, this interaction also pointed out two significant deficits
of our system. First, there were numerous attempts by Bella
to engage the system in ways that we had not anticipated, and
the system therefore failed to respond to them. Bella at times
clapped her hands together in excitement to try to generate
some kind of response or engagement with the robot, but it
failed to respond. Her copying of the robot’s startle behavior
was also a missed opportunity for our system. Second, when
Bella was not engaged with the system, both the avatar and
the robot were still and passive. This resulted in a break in the
illusion of agency for both agents, as both appeared to be less
social as they sat still and unmoving.

Case Study 3: Enhanced behavior and perception with
tetradic interaction
To address the deficits that we saw in the interactions with
Bella, we made substantial improvements to both the inter-
action design (to account for these “still” periods) and to the
perception system. During periods where the infant is dis-
tracted or otherwise not attending to the system, we trigger
interactions between the robot and the virtual human. This
maintains the animacy of both agents while providing social
interaction exemplars to the infant that might serve as points
of engagement.

Infant “Celia” (Figure 7), a hearing, sign-exposed female, aged
11 months, was one of a cohort of 23 pilot-study infants that
interacted with this updated system during June, 2017. For the
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Figure 7. Composite image of case study 3 infant “Celia”. Here the in-
fant (right and bottom left) can be seen producing a waving-arm gesture
towards the system (top left).

first time, we also allowed the parent to participate in the infant-
robot-avatar interaction half way through the session in order
to observe how this system might be used in vivo. The session
lasted approximately five and a half minutes with the longest
period of uninterrupted engagement lasting roughly a minute
and a half. Celia visually tracked both the robot and the avatar,
and made a number of robot-directed manual productions
including pointing gestures and attempts to produce parts of
what the virtual agent had signed (as interpreted by sign-fluent
observers). During the parent-engaged interactive phase of the
session, Celia’s engagement appeared to increase, producing
many instances of socially communicative gestures, including
hand-clapping, waving and pointing. Celia was not unique in
reproducing the virtual human’s signing, and this was observed
even in some non-sign-exposed infants. While Celia did not
attempt to copy the robot’s behavior, other members of the
cohort did.

Perhaps the most interesting thing that we observed with Celia
was the production of the virtual avatar’s signs. This attempt
was notable not only because it was in an interaction that lasted
only a few minutes, but also because it was directed not back
at the virtual agent but at the (non-signing) robot.

This most recent cohort has also made clear additional future
challenges for this system. Recognition of infant behavioral
attempts to engage (such as hand clapping, flapping, and copy-
ing) still remains a future goal. This is challenging primarily
because most of our commonly used tracking systems (such
as structured lighting systems like the Kinect) are based on
body models that fail to track infants due to their differences
in body morphology from adult standards. Infants being held
in the arms of an adult also provide challenges due to oc-
clusion and visual interference. We also plan to implement
a more complex physiological model of infant attentiveness
based on the thermal imaging system. Finally, discriminating
communicative attempts (linguistic manual babbling) automat-
ically from other random exploratory movement (nonlinguistic
motor movements) remains an open challenge.

DESIGN LESSONS AND LIMITATIONS
While our efforts in this project were focused on building
a specific tool for supplementing language for deaf infants,

some of our design process has touched on issues that are
more generally applicable. In this section, we highlight three
design lessons that emerged from this work and discuss their
broader application to child-agent design and the design of
agents as pedagogical tools.

First, our work supports and affirms the importance of phys-
ical embodiment. While our protocols were not designed to
explicitly compare the impact of an embodied system to a
screen-only system, we based our design on the considerable
evidence showing that infants do not learn from screen-based
technologies [33, 12]. Infants in our case studies were able to
successfully engage with our paired robot and avatar system
and some of the infants displayed instances of copying (a lim-
ited form of social learning). While anecdotal, we view our
results as being aligned with prior studies that demonstrate
the benefits of physically embodied systems for teaching lan-
guage to older children [39], as well as the overall benefits of
physical embodiment for improving learning gains in adults
[40], enhancing social performance and perception [81], and
ensuring compliance with challenging pedagogical and thera-
peutic tasks [8]. Our observations are encouraging, but future
efforts must focus on repeated exposures over longer periods
of time which would possibly allow for the demonstration of
language learning.

Second, our work supports the potential benefits of incorpo-
rating parents into agent-infant pedagogical interactions. The
introduction of a parent-engaged interactive session with our
third case study supports multiple results in robot-child inter-
action that demonstrate the usefulness of involving parents
in pedagogical engagements. In particular, this work draws
from observations in producing therapeutic agents that teach
cognitive and social skills to children with autism spectrum
disorder [67]. In clinical domains, designing interactions that
provide enhanced agent-child interactions have limited value,
as teaching a child to interact with a robot may or may not
generalize to human-human interactions. Instead, modern
agent-based interventions focus on using the agent to explic-
itly support child-adult interactions [27, 59]. In the future,
allowing more direct support between infant and parent may
provide a more rapid and generalizeable method for supporting
language learning.

Finally, our work expands and reinforces the use of paired
agents to provide controlled, semi-scripted interactions for the
benefit of a child observer. Having two agents allowed our
system to produce scripted call-and-response interactions be-
tween agents, to demonstrate positive social responses toward
the social overtures of the other agent, to use social mecha-
nisms to signal to the child that both avatar and robot were
social agents, and to capitalize on capabilities that only one of
the agents possessed. This technique was used previously in
interactions involving groups of 2 robots and 1-3 older chil-
dren (4-6 years old) by Scassellati’s group [37, 35], and in
this work closely resembles the framing used by Vázquez [80].
The computational methods for supporting these multi-agent
pedagogical designs and the types of interactions that can be
achieved merit further exploration.
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CONCLUSION
This paper describes the design of a unique dual-agent system
that uses a physical robot and a virtual human to engage 6-12
month old deaf infants in linguistic interactions. Our system
was bolstered by a perception system capable of estimating
infant attention and engagement through thermal imaging and
eye tracking. We documented our experiences in designing
for a unique population (deaf infants), and summarized the
lessons and guidelines that we established over an iterative
design process. Our design was informed by experimental
sessions spread over three years, highlighted here by three case
studies. This system has been successful at soliciting infant
attention, directing attention to the linguistic content, and
keeping the infant engaged for developmentally appropriate
lengths of time. We also observed instances of infants copying
robot behavior, of infants producing signs displayed by the
avatar, and of infants producing signs to the non-signing robot
agent that they had observed the virtual human perform. These
initial experiences give us hope that longer-term exposure to a
system based on this work may be able to impact long-term
learning in this unique population.
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